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Webinar on online child safety in India
with CSOs, parents, and policymakers.
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Ms. Aditi Pillai (Researcher, Citizen Digital Foundation)
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Ms. Aparajita Bharti (Co-Founder, The Quantum Hub & YLAC)
Ms. Chitra Iyer (Co-founder and CEO, Space2Grow)
Ms. Arnika Singh (Co-founder, Social & Media Matters)

Ms. Nivedita Krishna (Founder Director, Pacta)
Moderated by Nidhi Sudhan (Co-founder, Citizen Digital Foundation)

Total attendees: 35 Watch on YouTube

https://www.youtube.com/watch?v=PtbRnyuLBlY


Subversive and harmful content and threats from bad actors online 
pose a greater threat to children and vulnerable groups in India, as 
evidenced in our study. 

Citizen Digital Foundation conducted a virtual discussion bringing 
together key stakeholders of online safety in India. The webinar was 
titled ‘With Alice, down the rabbit hole’, with a focus on the powerful 
onslaught of recommendation algorithms that take young minds 
down toxic, manipulative and harmful pathways.

Leading online safety and children’s rights organisations, and policy 
experts, along with parents and educators came together to discuss:
a. Building children’s resilience in the online world.
b. Accountability of digital platforms.
c. Exploring policy solutions to safeguard kids online.
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Context by Nidhi – Key points

CDF paper presentation by Aditi - Highlights

• Self-determination levels in every child varies; resistance to 
powerful algorithmic onslaught as well.

• Acknowledge both direct & indirect harms by social media.
• Meta researches teenage brain function aimed at increasing 

platform engagement; findings used to manipulate children's 
time spent on platforms.

• Lip service by tech CEOs on child safety clashes with business 
model incentives.

• India yet to fully recognise platforms’ power, influence and 
detrimental impacts on children.

The YouTube Rabbit Hole: Exploring Child Safety in Relation to Content in 
Regional Language on YouTube and YouTube Kids – CDF Study

Objective: The study aimed to assess how children engage with content on 
YouTube and YouTube Kids in English, Hindi and Malayalam, evaluate the 
effectiveness of YouTube's parental controls, and understand how 
awareness and use of these controls can protect children.

Findings:
• Context 1 (Unrestricted YouTube Access): Harmful and inappropriate 

content was easily accessible through the recommendation system due 
to algorithmic incentives.

• Context 2 (Restricted Mode on YouTube): Results were largely similar to 
the unrestricted context.

• Context 3 (YouTube Kids App): Encountered content in a virtual gray 
area, still posing potential risks based on individual child's sensitivity.

• Context 4 (YouTube Kids with Restrictions): Access was limited, and all 
recommendations remained appropriate, providing the safest 
experience.

Summary: 
• Harmful content remains common on YouTube and YouTube Kids, 

especially in Indian languages.
• YouTube's efforts to mitigate this have been inadequate.
• Active parental control is essential.
• Engagement-driven algorithms remain a key issue.

https://citizendigitalfoundation.org/publications/the-youtube-rabbit-hole-exploring-child-safety-in-relation-to-content-in-regional-languages-on-youtube-and-youtube-kids/
https://www.linkedin.com/company/citizendigital/
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Dhanya spoke about the challenges of parenting digital natives

• Raised concerns about the challenges of parenting in the digital 
age, focusing on balance between safety and granting access to 
information and freedom of expression to children online.

• Limited or no parental control over children's online activities 
lead to cases of children accessing inappropriate content and 
covering up when things go wrong.

• The dilemma of too much protection from parents leading to 
children facing peer pressure and cyberbullying.

• Problem of parents not discussing online safety with their 
children due to fear of infringing on their privacy.

• Need for more open discussions and education about online 
dangers among parents and children to better prepare them.

• Spoke about lack of comprehension of complexities of 
algorithmic targeting and limitations that even urban, well-
educated parents face with dynamic online developments.
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Chitra highlights:

• High vulnerability with limited protection among children.

• Children feel they cannot live without mobile phones, 
indicating a dependency issue. 

• The importance of parental and educational awareness is 
critical to addressing this issue.

Chitra elucidates the issue through Space 2 Grow’s findings Aparajita elaborates on the issue through The Quantum Hub’s findings

Aparajita highlights:

• The Indian ecosystem needs to be evaluated differently from the West.

• Putting the onus solely on parents in India won’t work - most parents lack the 
knowledge, resources, to ensure child safety online.

• Indian schools generally prohibit carrying phones, unlike Western 
counterparts.

• Identifying harms in the Indian context and resolving platform design issues 
is crucial.

• It is important to balance access to the Internet, which provides economic 
opportunities, with ensuring online safety for children.

Digital Safety of Children report - Findings
• 70% of children are online for 1 to 5 hours per day.
• 40% of preteens use both social media and gaming 

platforms.
• High vulnerabilities in usage risk and behaviour; low 

protection indicators.
• 40% of children have met strangers online, and 60% of 

these have met offline.
• Over 60% of children affected by lack of social validation 

online.
• Only 35% of parents and 20% of educators are aware of 

digital safety.
• 79% of children turn to peers who are unequipped to 

handle digital safety issues.
• Only 3% of parents use mediative techniques for a safe 

online experience.
• 16% of teachers reported online abuse to law enforcement.

Digital Futures and DPDPA report - Findings
• 82% of children report parents seek their help to navigate online 

platforms.
• High shared device usage is common; 80% of children use shared devices.
• There’s a problem with putting the onus solely on parents in India.
• Most parents lack the knowledge, resources, or personal devices to ensure 

child safety online.
• Shared device usage can expose children to inappropriate content 

inadvertently watched by parents.
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Arnika shares insights from Social & Media Matters’ work on-ground Nivedita spoke about gaps in research and funding from Pacta’s view of the ecosystem

• Growing concerns regarding social media's impact on young 
minds, particularly related to self-harm, violence, and 
extremist content.

• Lack of platform accountability, effective content 
moderation in the absence of public pressure.

• “India changes every 2 kilometres.” One-size-fits-all policies 
are ineffective in India's diverse socio-cultural landscape.

• Influencers in tier 2 and tier 3 cities often promote harmful 
content, sometimes driven by political agendas, and evade 
platform moderation due to algorithmic recommendations 
and appeals.

• Role of addictive designs in social media and its negative 
impact on children's mental health, citing reports indicating 
high levels of stress among teenagers.

• Peer pressure and the need to remain 'cool' drive teenagers 
to engage with potentially harmful content.

• Need to address not just individual influencers but also 
problematic groups and challenges such as the Blue Whale 
and Momo challenges.

• Significant lack of funding for research in these domains in India. Such 
research is resource-intensive and requires substantial financial support.

• Need to document digital footprints promptly as they can disappear 
quickly in the digital realm, making policy approaches redundant in the 
absence of evidence – Shared an example about research on data 
monopolistic practices by food delivery platforms. The study's hypothesis 
changed due to market and legislative pressures during research.

• Importance of creating evidence that is demographically relevant to India.

• Currently, there's no strong market imperative for certain types of social 
media-related research, unlike during the pandemic when EdTech needed 
validation for learning outcomes.

• Comprehensive research requires diverse expertise from behavioural 
specialists, social scientists, data scientists, lawyers, tech policy experts, 
etc.

• Acknowledged excellent work done by other orgs in the space and pointed 
to the need for more research to be funded by Indian universities.
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Arnika talks about platforms accountability status quo Nivedita spoke about gaps in existing policies, especially DPDPA.

• Mention of international precedents: US more effective at state level, e.g., 
California's design-centric code, New York's Kid Safe Online Act. No federal 
law yet. Kids Online Safety Act is still waiting to be passed. UK has the Online 
Safety Act, which provides a safe Internet for everyone, not just children.

• Gaps in India's criminal laws regarding online offenses. India's criminal laws 
are broad and do not specifically define offenses like catfishing, identity theft, 
or grooming.

•
The UK has updated its criminal laws following the Online Safety Act. India's 
laws lag on these updates despite having related legislations like the anti-
trafficking bill. In Indian laws, offenses still fall under crimes against adults.

• DPDPA requires consent routed through parents – There are drawbacks in 
routing consent through parents.

• DPDPA heavily relies on citizen awareness and raising grievances.
• Lack of specification of audit and impact measurement mechanisms to verify 

proper implementation of DPDPA.

• Utilise international models as benchmarks for Indian policy development.

• Need for techno-legal solutions that allow parental control over algorithmic 
behaviours on platforms.

• Current content moderation approaches by platforms are 
failing in India.

• Proliferation of harmful and problematic content, 
especially inappropriate content affecting children and 
other vulnerable groups, supersedes any moderation 
attempt.

• Speeding up the redressal process for user-reported issues 
to build trust.

• Continue advocating for tech platforms to prioritise user 
safety over profit maximisation.

• Need for context-specific content moderation due to India's 
diverse cultural landscape.

• Need for tech platforms to engage with on-ground 
organisations, panels, and parents to gain a better 
understanding of real-world issues.
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The discussion then opened to other attendees and additional ideas and insights came in. 

Experts and attendees acknowledged that online safety being a complex, multi-layered and 
much debated issue with several chips still in the air, no silver-bullet solution can be arrived at, 
especially in an emerging tech policy ecosystem in India. There were some solutions that all 
experts agreed on, along with unique ones. Here are the 4 key solutions discussed:

Recommendations:
1. Consortium of online safety CSOs

a. Form a collective of all isolated efforts across India to channelise funds and resources 
to towards the work.

b. Pool resources into a single bank to leverage existing work and provide substantial 
evidence for funders.

c. Meet once a month as a collective to strategise actionable steps.
d. Consortium

2. Awareness trainings – children, parents, and educators
a. Up-to-date training of children and their first and second responders.
b. Verified Parental Consent cannot be effective without awareness among parents.
c. Ministry of education, social affairs should also initiate policies, not just Meity.
d. Incorporate information literacy into school curricula.
e. Child safety committee in schools; PTA to address issues as any other compliance.

3. Techno-legal solution:
a. Allow parental control over algorithmic behaviours on platforms was discussed.
b. Preset protocols in line with DPDPA that can protect children’s data while ensuring 

their safety online and reduce cognitive burden on parents.
4. Prepare for the Digital India bill opportunity:

a. This community can come together as a consortium to classify harms.
b. Demand transparency of impact of algorithms, document systemic risks contextually.
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